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 چکیده

. شودکاوی شناخته میوب یبینی رفتار بعدی آنها، به عنوان یکی از ابزارهای مهم در حوزهظور پیشنکاوش رفتارهای کاربران در وب، به م

 .گردد ات وبـصفح پیمایش هنگامدر به اطلاعات مورد نیازشان ان ی کاربرـدسترس زمانموجب کاهش تواند میبینی یند پیشآبهبود فر

این مدل براساس احتمال انتقال بین . دنشواستفاده می ربینی رفتار پیمایشی کاربازی و پیشسبرای مدل به طور گسترده های مارکوفمدل

اهمیت اصلی از چه که آن وب بینی صفحاتپیش یدر زمینهکند. اند، عمل میذخیره شده های ثبت وبدر فایل صفحات وبی که قبلاً

 مدل مارکوف همه مراتببینی را نسبت به باشد. از این رو، راهکار ارائه شده در این مقاله صحت پیشبینی میصحت پیش برخوردار است،

-کاوی جهت پیشهای استفاده شده در وبز روشراه حل ارائه شده در مقـایسه با قوانین انجمنی که یکی اافزون بر این، دهد. افزایش می

 .دار استربینی بالاتری برخوباشند، از صحت پیشبینی وب می

 کلیدی های واژه

 بندی، مارکوف همه مراتبکاوی، مارکوف، خوشهوب
 

 

 مقدمه -1

کاوی برای کشف و های دادهبکارگیری تکنیکبه معنای کاوی وب

. بطور کلی باشدهای وب میاستخراج خودکار اطلاعات از اسناد و سرویس

های محتوا، ساختار و کاربرد وب کاوی بر روی دادهتوان دادهکاوی را میوب

که در صورتی . قلمداد کرد های وب(دهندههای ثبت وقایع در سرویس)فایل

های کاربردی وب به منظور استخراج کاوی بر روی دادههای دادهتکنیک

کاوش کاوی را وبدانش مفید در رابطه با رفتار کاربران استفاده شود، 

 .[2] دنناممی استفاده از وب 

های کاربر یکی از زمینه یبینی صفحات بعدی مورد علاقهپیش 

در کاوش استفاده از وب از  .باشدمی کاوش استفاده از وبتحقیقاتی 

بندی، خوشه انجمنی، کاوی از جمله کاوش قوانینداده یهای عمدهتکنیک

 ،در این بین. [2]شوداستخراج الگوهای ترتیبی استفاده می بندی وطبقه

توجه به رفتار که با  باشدمی هاروشترین متداولیکی از  نیز فومدل مارک

های مارکوف مدلکند. بینی میرا پیش بربر، رفتار بعدی کاررکا یگذشته

برای مدل  که - دنشوبرای مطالعه و بررسی فرایندهای تصادفی استفاده می

بینی رفتار پیمایشی کاربر بر روی وب سایت نیز خوب عمل کردن پیش

ای از صفحات وب است که دنباله در حالت کلی، ورودی این مسائل .اندکرده

ساختن مدل مارکوفی است  نآی و نتیجه اندکاربر ملاقات شده یبه وسیله

که کاربر به عنوان صفحه بعدی خواهد را  ایترین صفحهمحتمل دکه بتوان

 .[3]بینی کندپیش، دید

 ،با استفاده از مدل مارکوف وب یبینی صفحهپیش یدر زمینه

 [5]مدل مارکوف همه مراتب یکی از آنها ارائه شده است که راهکارهایی

جدید و البته  روشیک  یارائه ،در این مقاله مورد نظرهدف  د.باشمی

 باشد.بینی مدل مارکوف همه مراتب میبهبود صحت پیش جهت قدرتمند

دهی یک معیار جدید برای وزن یارائه ،اهداف مقالهدیگر از  همچنین

های کاربران بندی نشستکه از این معیار برای خوشه باشدمی صفحات

ترکی دارند در یک که علایق مش کاربرانی ،. در نتیجهشده استاستفاده 

کاربران را  پیمایشی رفتار بینیپیشقدرت  ،امراین  گرفته وگروه قرار 

 دهد.افزایش می

 مدل مارکوف -2

صفحاتی که  یی کاربر یک سایت بر اساس زنجیرهیا سلیقه رفتار

فحات به صاین مجموعه  گردد.مدل می ،است توسط وی پیمایش شده

ای از صفحات که و به صورت دنباله شده( در نظر گرفته wعنوان یه دوره )

 شود.نمایش داده می ،اندتوسط کاربر بازدید شده
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 یفرض کنیم، مسئله <Wn = < P1 , P2 , P3 , ... , Pnاگر دوره را  

-شود که با داشتن دورهورت تعریف میـبعدی به این ص یصفحهینی بپیش

ی بینی صفحهپیش یمسئله بینی کرد.را پیش Pn+1 یبتوان صفحه w ی

  .حل شود زیر تواند توسط یک روش احتمالی به صورتبعدی می

احتمال  P(Pi|Wn)باشد و  nوب کاربر با طول  یدوره Wnفرض کنید 

 یبعد دیده خواهد شد. سپس صفحه یبه عنوان صفحه Pi یاینکه صفحه

Pn+1 شوداز فرمول زیر مشخص می: 

P= argmaxp∈ρ{P (pn+1 = p │w)} = argmaxp∈ρ{P (pn+1= 

p│Pn,Pn-1,Pn-2,...,P1)}                                                       (1) 

در  سایت است.ات موجود بر روی کل صفح یمجموعه ρن آکه در 

ی بعدی بودن محاسبه روش احتمال تمام صفحات برای صفحه با ایناصل 

شود. بینی انتخاب میای با بیشترین احتمال به عنوان پیشو سپس صفحه

تمام این احتمالات شرطی به صورت دقیق  یاما به دلیل اینکه محاسبه

استفاده  یعدی ببینی صفحهاز فرایند مارکوف برای پیش ،استغیرممکن 

یده شده توسط ی دصفحه kخرین آتنها  ،با توجه به این فرایند .شودمی

تعداد صفحات می باشد و  k<<nشود که کاربر برای پیش بینی استفاده می

(k) باشد و فرمول مشخص مدل مارکوف می یمرتبه یکنندهمشخص

 :[4]باشدمیبه صورت زیر   Pn+1یکردن صفحه

Pn+1 = argmaxp∈ρ{P (pn+1= p│Pn,Pn-1,Pn-2,...,Pn-(k-1))}  (2) 

، ام K یمدل مارکوف مرتبه منظور از بینی وب،در پیشبنابراین 

صفحه  k-1 که قبلاًباشد میتوسط کاربر  ام k یصفحه یاحتمال مشاهده

بینی پیش ،دوم یبرای مثال در مارکوف مرتبه .را مشاهده کرده است

مشاهده شده است صورت  ای که قبلاًصفحهاساس دو  بعدی بر یصفحه

کارایی و عملکرد آن بر حسب مدل  ،مزیت اصلی مدل مارکوف گیرد.می

زمان مورد نشان داد که  توانمی سادگیبینی است. به ساخت و زمان پیش

 یمجموعه یام با اندازه k یساخت مدل مارکوف با مرتبهنیاز برای 

 .[3]باشدمی خطیبه صورت  ،آموزش

 کارهای گذشته -3
بینی رفتار و پیش کاوش استفاده از وب یدر حوزه فراوانی هایپژوهش

به نیز بندی فرایندهای مارکوف و خوشه در آنها که انجام شده است کاربر

 ،یک و دو( ی)مرتبه ترپایین یمارکوف مرتبه مدل عفض .خوردچشم می

-پرداختن به گذشتهی بعدی و عدم  بینی دقیق صفحه پیشدر عدم توانایی 

تعداد  از قبیل ر نیز دارای مشکلاتیتبالا یمارکوف مرتبه باشد.کاربر می ی

دقت  ،گاه به خاطر پوشش کم که باشدمیهای آن و پوشش کم بالای حالت

توان از مارکوف همه می ،حل مشکل پوشش. به منظور تری نیز داردکم

 .مراتب استفاده کرد

ب تتر مارکوف مرانیپای و پوشش مشکل دقت برای رفع[5] ی در مقاله

کار این مدل  یاز مارکوف همه مراتب استفاده شده است. شیوه پایین،

هر نمونه، از بینی به ازای انجام عمل پیشکه برای  است صورتبدین 

-استفاده میهد، دمدل مارکوفی که نمونه را پوشش می یبزرگترین مرتبه

-نمونه، شامل سه مرتبه از مدل مارکوف باشد مثال اگر این مدل براید. کن

در شود و بینی میسه پیش یدر صورت امکان با مرتبه ابتداداده شده  ی

دو  یبرای مرتبه ندسه پوشش داده نشود، این رو یتوسط مرتبه صورتی که

 شود.و یک هم تکرار می

ی از هر مرتبه ،بینیپیش فاز درروش ارائه شده در این مقاله در 

بینی با آن مرتبه وجود امکان پیش  که شودزمانی استفاده می مارکوف

مدل مارکوف  یعنی به طور همزمان از اطلاعات دو مرتبهی .داشته باشد

 شود. استفاده نمی

به از مدل هر مرت یبینی شدهاز مقادیر پیشحاضر،  در پژوهش

دل مارکوف که هم م شد ده خواهئو روشی بهینه ارا شدهمارکوف استفاده 

مارکوف همه مراتب دارای  مدل و هم نسبت به را بکار گرفتههمه مراتب 

 می باشد. یصحت پیش بینی بالاتر

پیچیدگی فضایی یعنی تعداد  ،یکی دیگر از معایب مارکوف همه مراتب

های مختلفی به منظور روش ،در این حوزهکه  باشدن میآ هایحالتزیاد 

 است. شدهها ارائه کاهش تعداد حالت

بینی به بینی وب آنچه که مهم است، صحت پیشی پیشزمینه در

از  [1]در  .باشدمی برخطفاز بینی همراه کاهش زمان مورد نیاز برای پیش

و توسط یک چارچوپ جدید قابل  کامیانه استفاده شده بندیخوشهمدل 

 آنهابعدی کاربر پرداخته شده است.  یبینی صفحهگسترش، به پیش

یکی از اهداف  اند به میزان قابل قبولی صحت کار را افزایش دهند.توانسته

مدل  یبرای انتخاب بهترین مرتبه روش هوشمند ایجاد یک ،نویسندگان

-برخط می در فازبینی پیشباشد که باعث کاهش پیچیدگی مارکوف می

علاوه بر  که ارائه شده است مبتنی بر برچسب روشی شود. بدین منظور

 دهد.، صحت کار را به میزان قابل قبولی افزایش میپیچیدگی فرایندکاهش 

 پژوهشدر این  روش پیشنهادیدهد که نشان می آزمایشات انجام شده

بالاتری برخوردار  بینیپیش از صحت [1] نسیت به روش ارائه شده در

 است.

-که این داده بینی استفاده شده استنوع داده جهت پیش از دو [6]در 

 کلماتهای محتوا که شامل داده یرو دیگ فایل ثبتهای داده ها عبارتند از

سازی شده در سه ماژول پیادهروش پیشنهادی  د.نباشکلیدی هر صفحه می

از وب سایت  نشستدر قالب بردار را  نکاربرا هاینشستماژول اول  .است

 به جهتول دوم ژما .ندکبندی میشهرا خو آنهاپس س کرده ووری آجمع

آوری وب را جمع یکلمات کلیدی هر صفحه ،بینی وببهبود احتمال پیش

ابتدا کلمات  ،شودوارد جدیدی نشست  هنگامی کهماژول  کند. در اینمی

از مدل مارکوف همه مراتب  ،ول سومژدر ما د.نشوآوری مین جمعآکلیدی 

مدل  یهلکه بوسیدر این مرحله صفحاتی  شود.بینی استفاده میجهت پیش

ای که بیشترین کلمات مورد از طریق صفحه ،دنشوبینی میمارکوف پیش

و بهترین صفحه به کاربر پیشنهاد داده  شدهکاربر را دارد فیلتر  یعلاقه

 شود.می

ی ی صفحهبیناز چندین ویژگی پیمایشی جهت پیش [7]ی مقاله در

زمان دسترسی  صفحه، ی، اندازهشباهت صفحه شود.بعدی استفاده می



این موارد  یاز جمله نتقالا کانس صفحه یامدت زمان صفحه و فر صفحه،

است که ابتدا  مدل  صورتاین مقاله بدین در کار  یشیوه .باشندمی

بینی کند و اگر نتایج عمل پیشوب اعمال می نشستبر روی  رامارکوف 

بینی پیش یکساناحتمالات یا به عبارت دیگر چند صفحه با  داشمبهم ب

 بندی صفحهاز الگوریتم رتبهافزایش دقت پیشنهاد صفحه  برای ،باشدشده 

 .کنداستفاده می (PSPR) تشابه بر مبنای محبوبیت و

پیشنهاد شده جدید  یاصلاح شدهیک مدل مارکوف  [8] یمقاله در

با  که شامل صفحات مشابه ولیرا هایی نشست یدر آن همه است که

 این برای آنها ی. انگیزهگیردمییکسان در نظر  ،دنهای مختلف هستترتیب

های مختلف تواند با استفاده از مسیراست که یک عمل روی وب می کار آن

نویسندگان کنند، انجام شود. صرفنظر از ترتیبی که کاربران انتخاب می

که صفحات  هایینشستبینی را با حذف مدل پیش یاندازه همچنین مقاله

 یاین عمل با وجود کاهش اندازه .دهنداند، کاهش میدر آنها تکرار شده

 بیک چارچو ،ارد. علاوه بر ایننددقت مدل  برثیر سوئی أهیچ ت ،مدل

 پیشنهاد شده است.  نیز بینیبینی دو لایه جهت بهبود زمان پیشپیش

 

برای مدل کردن مدل مارکوف تودرتوی پویا از  [9] یشماره یمقاله

بر در این مدل تمرکز اصلی  استفاده کرده است.رفتاری کاربر  هاینشست

این است  سنتیمشکل مدل مارکوف . روی پوشش و پیچیدگی مدل است

مسأله، ن ایو است  خاص ییک مرتبه تنها یدربارهشامل اطلاعاتی  که

مدل  ،در مدل پیشنهادی دهد.را کاهش میبینی پیشپوشش و دقت 

-تر قرار داده میپایین یهتبمارکوف مراتب بالاتر در داخل مدل مارکوف مر

به جای ماتریس انتقال ساختار لیست پیوندی مدل پیشنهاد شده از  .شود

 کند.مارکوف سنتی استفاده می

بینی دو به نام مدل پیش ثربینی ترکیبی مؤیک مدل پیش [10]در 

این  گیرد.رفتار کاربران وب سایت بهره میکه از  ارائه شده است ایمرحله

 یبر اساس استفادهدهنده در فایل ثبت سرویسبندی صفحات مدل با دسته

هد و دبررسی را کاهش میانجام عمل تعداد صفحات کاندید برای ، کاربران 

بینی ن مدل برای پیشای شود.در نتیجه باعث افزایش سرعت بارگزاری می

یستای دوم و ماتریس حالت ا یاز مدل مارکوف مرتبه ،اریکاربر ج تهدس

کاربر  یبینی صفحات مورد علاقهجهت پیش انتقال استفاده نموده و سپس

 طورهد که این مدل به دنشان میمقاله از قانون بیز بهره گرفته است. نتایج 

اول  ینسبت به مدل مارکوف مرتبهنی را بیزمان اجرا و پیش چشمگیری

به ویژه هنگامی که تعداد صفحات  دهد؛بهبود می بندی صفحاتبدون دسته

 وب در حال افزایش باشد.

 یبندی و مارکوف مرتبهمدل خوشه سهترکیب  [11]روش پیشنهادی 

های استفاده به منظور کاهش تعداد تراکنش .باشدمیدوم و قوانین انجمنی 

در گی اساس معیارهای انتخاب ویژ های کاربران برنشستدر ابتدا  ،شده

وب با  هاینشستهای سپس گروه .شوندتقسیم می هاییداخل گروه

-کسینوسی خوشه یو معیار فاصله کامیانهبندی استفاده از الگوریتم خوشه

 .شودبینی با استفاده از مارکوف انجام میعمل پیش و شوندبندی می

-که مدل مارکوف نمی گیرندمیقرار استفاده مورد قوانین انجمنی زمانی 

کاربر  یتواند به طور قطعی عمل کند و اطلاعات زیادی در مورد گذشته

 مدل مارکوف کاهش حالتابتدا از روش ، مدل پیشنهادی نیاز است. درمو

کرده و پس از ارائه شده است جهت حذف برخی حالات استفاده  [4]که در 

-نشان می آزمایشات انجام شده .گیردی دو را به کار میآن مارکوف مرتبه

 نسیت به روش ارائه شده در پژوهشدر این  روش پیشنهادیدهد که 

 بالاتری برخوردار است بینیپیش از صحت [11]

 روش پیشنهادی -4

در  .خط و برخط تشکیل شده استروش پیشنهادی از دو بخش برون

انجام  ثبتهای بر روی فایل پردازشابتدا عملیات پیش خطونبر یمرحله

های تسسپس نش .دآیهای کاربران بدست تسنش یشود تا کلیهمی

مدل مارکوف  شده وبندی خوشهکامیانه کاربران با استفاده از الگوریتم 

ورود نشست  نهایی، یلهحمر شود.روی هر خوشه اعمال می بر پیشنهادی

با استفاده از مدل  ن نشست آبینی برای و انجام عمل پیش جدید تست

توضیحات بیشتر پیرامون  .باشدمیی مربوطه مارکوف و اطلاعات خوشه

 .آمده است 1مراحل انجام این کار در شکل 

 

  

 : روش پیشنهادی1شکل 

 پردازش دادهپیش  -4-1
اصلی برای های سرور به عنوان یک منبع اطلاعاتی بزرگ و ثبت 

ذخیره های داده د.نشودر نظر گرفته میکاوی حوزه وب استخراج دانش در

-ی دسترسی چندین کاربر به یک وبدهندههای سرور نشانشده در ثبت

شناسایی  ،هاها شامل فیلتر کردن دادهپردازش دادهپیش .دنباشسایت می

های داده یهمه ،ثبتهای یلادر ف باشد.می هانشستکاربران و شناسایی 

ی را نگه هایدادهباید  نهاتثبت برای کاوش استفاده از وب مناسب نیستند و 

ی هادهدابرای حذف کردن  راینبناب ی دارند.داریم که اطلاعات مناسب

 .شودانجام می آنهاروی پاکسازی عمل  ،های ثبتنامناسب از فایل

 یدامنهبه نسبت پردازش وابسته به دامنه است، آنجا که عمل پیش از

مرتبط و غیرمرتبط تمایز قائل های ها لازم است که بین دادهسایتوب

هاساخت بردار نشست  

بندیخوشه  

  فحاتص به یعلاقمندمیزان استخراج 

پردازش دادهپیش  

 مدل مارکوف همه مراتب پیشنهادی



در غیر اینصورت ممکن است این امر سبب از دست رفتن اطلاعات  شویم.

ها و اسپایدرها در طول باارزش شود. رکوردهای ایجاد شده توسط خزشگر

دی های کاربرداده چرا که به عنوان ؛دنشوعمل فیلتر کردن حذف می

های عکس، همچنین در این مرحله تمامی درخواست. دنشونمی محسوب

-های صفحات وب فیلتر میها بجز فایلهای فایلانواع پسوند و فیلم، صوت

 .[2] شود

-پردازش دادهترین مرحله در پیشپاکسازی، شناسایی کاربران مهم از پس

ها، آن ترینسادههاست. چندین راه برای شناسایی کاربران وجود دارد که 

ها و یا ترکیب استفاده از کوکی ،روش دیگرباشد. می IPدرس آاستفاده از 

با استفاده از نوع مرورگر و سیستم همچنین  ارجاع است. با فیلد IPآدرس

توان کاربران مختلف می، IP ههمرا کند بهمیعاملی که کاربر از آن استفاده 

برای شناسایی  IPادی، از آدرس در این سیستم پیشنه را شناسایی کرد.

 شود.کاربر استفاده می

 

 .های کاربران شناسایی شودنشستبایستی ، انپس از شناسایی کاربر

ای از صفحات ملاقات شده توسط کاربر در طول مجموعه یک نشست کاربر،

برای دو روش در حالت کلی  .[2]ید خاص او از وب سایت استدیک باز

 ی بر زمان و روش مبتنی بربتنروش م دارد:تشخیص نشست وجود 

 شده، از روش مبتنی بر زمان استفاده شده است.ی ارائه. در مقالهپیمایش

و  "موزشآهای مجموعه نشست"ی و دستهها، به دبعد از شناسایی نشست 

 هایتس. از مجموعه نشگردندتقسیم می "های تستمجموعه نشست"

ست های تمجموعه نشستاز  وی دپیشنها یسازی ایدهموزش برای پیادهآ

  .د شداستفاده خواه جهت ارزیابی سیستم

 ها ساخت بردار نشست  -4-2

صفحات قابل دسترسی توسط کاربران یک  یمجموعه Pفرض کنید 

 URLکه هر صفحه با  P={p1,p2,…,pm}سایت باشد به طوری که 

 یمجموعه S={s1,s2,…,sn}منحصر به فرد موجود است. همچنین 

 Pای از زیرمجموعه siϵSهای دسترسی کاربران است که در آن هر نشست

 بعدی به صورت  mبا برداری  siاست. هر نشست 

si={w(p1, si),w(p2,si),…,w(pm, si)} 

 یامین صفحه  jشده برایوزن تعیینw(pj,si)  شود کهنمایش داده می 

  .[12]است siوب بازدید شده در نشست 

 صفحات به علاقمندیمیزان استخراج   -4-3 

کاربر به صفحه مشخص  یدهی به صفحات باید میزان علاقهبرای وزن

 یاهدهمدت زمان مش"و  "فرکانس صفحه"این منظور از  راید. بشو

 . شده استاستفاده  "صفحه یتاریخ مشاهده"و  "صفحه

وب  ییک صفحه یشاهدهتعداد دفعات م ،منظور از فرکانس صفحه

مدت زمان صرف شده بر روی برابر با ، صفحه یو مدت زمان مشاهدهبوده 

کاربر به یک است  ممکن یک صفحه است. بدیهی است در یک نشست،

ها به یک صفحه در بار مراجعه کند که هر چه تعداد ارجاع ینصفحه چند

یک نشست بیشتر باشد، آن صفحه در نشست مذکور نسبت به سایر 

است. همچنین مدت زمان  از اهمیت بیشتری برخوردارصفحات نشست 

 .دهدیک صفحه توسط کاربر، میزان اهمیت صفحه را نشان می یمشاهده

 یصفحه را رد کرده و به صفحه ،ای برای کاربر جذاب نباشدیرا اگر صفحهز

 ،کاربر باشد یکه اگر صفحه مورد علاقهدر حالی .کنددیگری مراجعه می

آن خواهد کرد. البته باید در نظر  یای را صرف مشاهدهزمان قابل ملاحظه

آن صفحه  یوب کم باشد، زمان مشاهده یصفحهیک داشت که اگر طول 

صفحه متناسب با  یشود. لذا زمان مشاهدهکمتر می به تناسب آننیز 

این تناسب باید در نظر  ،اهمیت صفحه یصفحه است و در محاسبه یاندازه

 [12]. گرفته شود

نسبت به اند مشاهده شده صفحات وبی که اخیراً با توجه به اینکه

هند، به درا بهتر نشان می کاربراند علایق جدید مرور شده صفحاتی که قبلاً

 و شدهدهی به صفحات استفاده همین دلیل از معیار تاریخ برای وزن

 .شوندداده میبه صورت خطی افزایش وزن  یت،ؤاساس تاریخ ر برصفحات 

های کاربر ضریب بالاتری نسبت به صفحات مربوط به آخرین نشست

 های پیشین دارند.نشست

 یمدت زمان مشاهده" ه توضیحات ذکر شدهبدین ترتیب با توجه ب

سه معیار اساسی در  "یت صفحهؤتاریخ ر"و  "فرکانس صفحه"، "صفحه

 Durationپارامتر  .باشندمیکاربر به صفحه  یتعیین اهمیت و میزان علاقه

، برحسب بایت صفحه یاندازه Size  و صفحه یمدت زمان مشاهدهبیانگر 

Number of visit باشدتکرار صفحه در یک نشست می تعداد دفعات. 

 :شودهای زیر استفاده میاز فرمول ذکر شده، هایمعیار یبرای محاسبه

            (    )   
                 (    )

∑                  (    )    ∈            
                      (3) 

 

        (    )  
     

        (    )

    (    )

       ∈            (     
        (    )

    (    )
)
         ( ) 

هارمونیک ز میانگین ا ،باشدبرابر می نجا که نسبت اهمیت هر سه پارامترآاز 

 گردید:دهی صفحات استفاده این سه معیار برای وزن

 

        (    )

 
           (    )          (    )      (    )

         (    )          (    )      (    )
           ( ) 
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بندی کاربرانی ی جهت گروههای مختلفاز روش کاوی کاربردیوبدر 

از  [13]در  به طور مثال .ی دارند استفاده شده استهکه رفتارهای مشاب

از  [15] ، درترین همسایهاز روش جفت نزدیک [14] ، درعصبیی شبکه

از الگوریتم کامیانه  [11][1][16] در و بندی تقسیم گرافالگوریتم خوشه

 استفاده شده است.های کاربران بندی نشستبرای خوشه

-ی هر کاربر، از خوشهدن میزان علاقهورآدر این پژوهش بعد از بدست 

 ی آنها به صفحاتبر اساس علاقه کاربرانبندی گروهجهت کامیانه بندی 



-گیری فاصلهاساس اندازه ها برنشست ،در این الگوریتم .شده استاستفاده 

 شوند.بندی میکسینوسی گروه ی

 مدل مارکوف پیشنهادی  -4-5
یک  یجای ذخیرهه ب در روند کار،به منظور افزایش سرعت و قدرت 

ین صورت ه ا. بشدسازی استفاده از جداول درهم ،گ در حافظهرماتریس بز

لغزان یک  یبا استفاده از پنجره موزشآ یهای مرحلهابتدا تمام نشست که

شده با این پنجره به همراه های بخشسازی شده و نشستدرهم چهارالی 

-در جدول درهم ن،آشده در داده ی بعدی نمایش تعداد تکرار آنها و صفحه

بعد از که دهد نشان میسازی ل درهموواقع جد در .شوندسازی ذخیره می

ی بعدی رویت شده چه شده توسط کاربر، صفحههر دنباله صفحات مشاهده

بار بعد از این دنباله توسط کاربران  ای است و این صفحه چندصفحه

 مختلف مشاهده شده است.

تا  یک یاز مرتبهمدل مارکوف ، بندیبعد از عمل خوشهترتیب  بدین

اعمال  سازیبا استفاده از تکنیک درهمبر روی هر خوشه چهار  یمرتبه

 .شودمی

ی تست به مرحلهخط که مربوط ی آموزش، در فاز برپس از مرحله

بعد از اینکه نشست جاری کاربر وارد  بینیباشد، برای انجام عمل پیشمی

شود که نشست جاری به کدام خوشه تعلق شد، ابتدا تشخیص داده می

 .شودترین خوشه به نشست کاربر تعیین میدارد. به این ترتیب نزدیک

ی چهار تا مرتبهی یک مرتبهاز مدل مارکوف  در سیستم پیشنهادی،

ابتدا مدل  ،بینیبرای انجام عمل پیش صورت کهبدینشود. استفاده می

مورد نظر  یاگر دنباله گیردیک مورد جستجو قرار می یمارکوف مرتبه

ی بعدی ای که دارای احتمال بیشتر به عنوان صفحهصفحه n ،یافت شود

و  هابررسیشود. پس از ذخیره می هانآد انتخاب شده و اطلاعات نباشمی

دل سپس م مناسب شناخته شد. 22 تعداد ،به عمل آمده آزمایشات

که دارای احتمال بیشتر  ایصفحه 22 بررسی شده و دو  یمارکوف مرتبه

 شود.انجام میی چهار این عملیات تا مرتبهشوند. انتخاب می ،دنباشمی

مدل  چهار یو مرتبه دو و سه ،تمامی احتمالات مراتب یکمجموع سپس 

شود که احتمالات صفحات این کار باعث می .گرددمحاسبه میمارکوف 

ای که دارای بیشترین صفحه نهایت در تر شود.مشابه در هر مرتبه پررنگ

 شود.ی بعدی پیشنهاد داده میبه عنوان صفحه ،احتمال است

تمام صفحات  ،مرتبه مدل مارکوف سازی به ازای هرن پیادهدر حی

ی صفحه 22ی نتایج نشان داد که تنها ول در نظر گرفته شد.یکتای سایت 

 ثیر دارند و در نظر گرفتن تمام صفحات یکتای سایتأبینی تاول در پیش

در صحت کار  یثیرأده و ترپیچیدگی کار را بالاتر بنه تنها  بینیجهت پیش

 هد.دافزایش مینیز زمان پیش بینی را  ، بلکه این کارندارد
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 صورت NASA یبر روی مجموعه دادهآزمایشات  ی حاضر،در مقاله

-را نمایش می مجموعه داده مشخصات این ،یک یجدول شماره .پذیرفت

 دهد.

 استفاده شده یمشخصات مجموعه داده: 1جدول

NASA  

3,461,612 Total requests 

73750 Total sessions 

876 Num of pages 

1-30/07/1995 Dataset date 

 
 [16] و [8] از روش مورد استفاده در ،کار صحتمیزان  یبرای محاسبه

وم بررسی چند مفه بهباید قبل از بررسی صحت  شده است. بهره گرفته

 .شده استاستفاده  به نام رتبه از مفهومی در رویکرد حاضر، .پرداخت

بعدی کاربر  یصفحه iبه جای یک صفحه،  آن است که Rankiمنظور از 

شده، بینیپیش یصفحه iصورتی که یکی از این  و در شدهبینی پیش

بینی درست پیش شود کهگفته مید، آنگاه اشواقعی بعدی کاربر ب یصفحه

 انجام شده است.

Hit :یا در صورتی که از رتبه  بینی صحیح باشددر صورتی که پیش(

ها قرار داشته بینیدر لیست پیش انجام شدهبینی ، پیششده باشداستفاده 

 .شودیک عدد اضافه می Hitبه  ،باشد(

Miss: بینی موجود )یا در لیست پیش دبینی اشتباه باشکه پیش حالتی در

 .نباشد(

Match:  سازی رفتار سازی برای ذخیرهاز جدول درهم ،حاضردر پژوهش

را بسیار بینی که سرعت فرایند پیش شده استی کاربران استفاده لقب

که بدون در  شودیک عدد اضافه می Matchدر صورتی به  هد.دافزایش می

 سازی بهجدول درهم، بعدی یبینی صحیح یا غلط صفحهنظر گرفتن پیش

 .ل یک صفحه به کاربر پیشنهاد دهدعنوان خروجی، حداق
داشته نگه هر نشست، آخرین صفحه در بینی برای تشخیص صحت پیش

. در شودبینی میپیشانجام عمل شروع به  ،صفحات یبقیهو برای  شده

د های صحیح بر کل تعدابینینسبت پیشبا  برابر بینیپیش انتها صحت

Match خواهد بودها. 

 مارکوف همه مراتب قایسه با مدلمصحت روش پیشنهادی را در  ،2شکل  

نسبت  که الگوریتم پیشنهادیست بیانگر آن انتایج آزمایش . دنهدنشان می

 دارای صحت بالاتری است. این روشبه 



 All-Kth-order Markovصحت روش پیشنهادی با  یمقایسه: 2شکل 

       ی های  ارائه شدهقایسه با روشصحت روش پیشنهادی را در م ،3شکل 

که الگوریتم بیانگر آن است  نتایج آزمایش. هددنشان می [11]| و1|

 روش دارای صحت بالاتری است. دوپیشنهادی نسبت به هر

 

 
 [1]و [11] صحت روش پیشنهادی با یمقایسه: 3شکل
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ه پرداخت وببینی های مارکوف جهت پیشدر این مقاله به بررسی مدل

در مقالات  های موجودروش ترینجدید با دیسپس چارچوب پیشنها .شد

که  دادنتایج نشان . گرفتقرار مقایسه مورد  علمی یارائه شده در جامعه

-تری میهای بررسی شده دارای  صحت بالاروش پیشنهای نسبت به روش

 باشد. 

 یسه معیار که نشان دهندهحسب  برها نشستبندی خوشه عمل

لازم به ذکر  .پذیرفت صورتباشد، به صفحات سایت میکاربران  یعلاقه

بینی انجام عمل پیش هد کهدنشان می صورت گرفتهاست که آزمایشات 

نشان امر ین همشود و بینی میبندی باعث کاهش صحت پیشبدون خوشه

 باشد.می بینیدر پیش بندیاهمیت خوشه یدهنده

تواند مورد نظر قرار گیرد، استفاده های پیش رو میآنچه که در پژوهش

با مدل  های کاربردی و تلفیق آنهای ساختار یا محتوا علاوه بر دادهاز داده

جهت افزایش  توانمی باشد. همچنینبینی میمارکوف در انجام عمل پیش

 کامیانه استفاده کرد. جزبهبندی های خوشهروشسایر از  بینیصحت پیش

ها ، هدایت تستو در کنار آنی بهترین خوشه بعلاوه، بدست آوردن بهینه

عصبی به ی های دیگری مانند شبکهروشها به کمک به بهترین خوشه

 ی این مقاله مورد توجه قرار خواهد گرفت.عنوان هدف آتی در توسعه
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